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Retrieving Objects by Partitioning

Zhiyong Chen, Wei Zhang, Bin Hu, Xiaochun Cao, Senior Member, IEEE, Si Liu, and Dan Meng

Abstract—Retrieving objects from large image collection is challenging due to the so-called background-interference, i.e., matching
between query object and reference images is usually confused by cluttered background, especially when objects are small. In this
paper, we propose an object retrieval technique addressing this problem by partitioning the images. Specifically, several object
proposals are partitioned from the images by jointly optimizing their objectness and coverage. The proposal set with maximum
objectness score and minimum redundancy is obtained. Therefore,the interference of cluttered background is greatly reduced. Next,
the objects are retrieved based on the partitioned proposals, separately and independently to the background. Our method is featured
by the fine partitioning, which not only removes interferences from background, but also significantly reduces the number of objects to
index. In this way, the effectiveness and efficiency are both achieved, which better suits big data retrieval. Subsequently, feature coding
on partitioned objects generates much meaningful representation, and object level connectivity also introduces novel clues into the
reranking. Extensive experiments on three popular object retrieval benchmark datasets (Oxford Buildings, Paris, Holiday) show the
effectiveness of our method in retrieving small objects out of big data.

Index Terms—Object retrieval, object proposal, partitioning, reranking

1 INTRODUCTION

VISUAL-BASED retrieval plays an increasing important role
in the area of big data, which is to search a particular
object from a large-scale image or video collection for the
querying object. Different from similar image retrieval, object
retrieval focuses on retrieving sub-image level object, which
usually appears in different background context. Object
retrieval is considered to be a more challenging problem,
since targets usually only occupy small regions on images.
Despite the difficulty, object retrieval is a fundamental prob-
lem with numerous applications on product search, archive
video search, video organization, surveillance, protection of
brand /logo use. In this paper, we study the problem of object
retrieval that differs from traditional similar image retrieval.
In the past decades, there have been numerous studies on
object retrieval, e.g., developing more advanced feature repre-
sentations, quantization strategy, indexing structures, and
post-processing techniques. Traditional approaches for object
retrieval are usually based on the SIFT feature [1] and Bag-of-
Word (BoW) model [2], where each image is represented as a
holistic high-dimensional sparse vector. Indexed with
inverted file structure, it can efficiently retrieve similar images
in large scale dataset. Other works try to use graph model to
cover the relationship among images. Wang et al. [3] aug-
ments the neighborhood graph with a bridge graph for
approximate nearest neighbor search. Wang and Li [4] uses
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the query-driven iterated in neighborhood graph search to
improve performance. Yao et al. [5] uses CCA and PSI to learn
a similarity function and preserve the preference relations.
Recent studies on aggregated feature representation, such as
Fisher vector [6] and VLAD [7], improves the scalability by
further compressing features into a more compact vector.
Compared with BoW, aggregated feature, such as Fisher vec-
tor and VLAD, has a key advantage when retrieving object on
big data, as it only needs several bytes to represent one image,
which is important for retrieval in the context of big data.
Despite their success in similar image retrieval, these methods
are not directly applicable for object retrieval. First, image
level representation is ineffective in the context of object
retrieval, since the relevancy is defined at object level. Cou-
pling the target object with its background context into a uni-
fied feature vector makes it difficult to retrieve the objects.
Obviously, a more effective feature representation is
demanded to cope with the objects in reference images. Sec-
ond, the spatial extent of the object is completely ignored in
traditional graph-based re-ranking, which favors similar
image (other than objects) clusters in the ranklist.

Fig. 1 illustrates the “background interference”, which
becomes a big issue while retrieving and re-ranking objects.
Although all of the four reference images contain the same
query object, their VLAD representations are dissimilar, due
to the interference of features from the background context.
Traditional methods can not solve this problem, because the
compressed feature vector does not distinguish the objects
and background in an image. In this work, we address this
problem by adapting image retrieval techniques to object
retrieval.

We tackle the problem of “background interference” with
partitioning. Although the image is difficult to retrieve as a
whole, partitioned objects are still highly similar with the
query (see Fig. 1: the right column). The straightforward solu-
tion is by partitioning the reference image into object pro-
posals [8], [9], [10] for further processing. This strategy
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Fig. 1. lllustration of the “background interference”. Each VLAD descriptors has 4 centroids (D=4x128). Top: a query object and its VLAD vector plot-
ted in boxes. Each component of the VLAD vector is represented as a short line segment, just as in [7]. Blue and red indicate positive and negative
components, respectively. Bottom-left: the query object (marked in rectangle) appears in four different reference images. Bottom-middle and right:
extracted VLAD vectors from full image and the objects in rectangles, respectively. From Bottom-middle we can see that although these images
contain same object, when background is included into feature coding, features from relevant images could become totally different.

addresses the background interference problem by separating
the objects from their background. However, subsequent
problems are still challenging. First, large number of object
proposals (1k-2k proposals per image) could flood the mem-
ory to index, which requires much larger memory and time
for retrieval. Second, excessive number of distracting object
proposals could hurt the retrieval performance. As commonly
noticed, the retrieval performance drops quickly as more irrel-
evant distracting images are added. In a typical image, most of
the generated proposals are not relevant to the query object,
which results in the similar effect of adding more distracting
images.

Two issues need to be specially considered in our frame-
work. 1) How to generate effective feature representation
suitable for object retrieval. Generating compact yet effec-
tive representation is challenging. Previous studies on
object-proposal partitioning guarantee a decent recall rate
with excessive number of object candidates. However, even
fine partition is required, which only generates a few (tens
instead of thousands) proposals and covers as many objects
as possible. 2) How to effectively re-rank in the context of
object retrieval. Most of the traditional re-ranking methods
have the cluster assumption [11] that emphasizes similar-
image clusters. However, this assumption is invalid in
object retrieval. New strategy that favors object-level clus-
ters is studied in this paper.

Our contributions can be summarized as two folds. First,
we propose an effective representation for object retrieval
via partitioning. We jointly optimize the objectness and

coverage to select most representative object proposals for
each reference image to bypass the “background inter-
ference” problem. Second, we rerank the initial ranklist with
an object-level graph, which features object-level rather than
image-level pairwise similarities. Experimental results indi-
cate that our fine partitioning and object level re-ranking
method obtain better performance compared to the baseline.
The rest of this paper is organized as follows. We review
related literatures in Section 2. Section 3 presents our parti-
tioning method, and Section 4 discusses our feature repre-
sentation and re-ranking method based on partitioning.
Section 5 evaluates our method on several object retrieval
datasets, and finally Section 6 concludes this paper.

2 RELATED WORK

Our work is closely related to previous works on feature
representation and visual reranking for object retrieval.

2.1 Feature Representation

Early object retrieval approaches adopt the Bag-of-Words
representation [2], where local features [1] are quantized
according to a visual vocabulary. Popular methods usually
construct a large [12], [13], [14] or hierarchical [15], [16], [17]
vocabulary to improve the discriminative power of the BoW
representation. Although the resultant representation is
very high dimensional, the sparsity nature still enables effi-
cient retrieval by indexing techniques such as inverted file.
Other works like [18] try to use online multi-label active
learning to generate semantic concept representation.
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Recent studies on aggregated feature vector further com-
press the local features into an even small vector, so that
much larger dataset can be indexed and retrieved efficiently.
Fisher vector [6] as well as its simplified version VLAD [7]
are compact yet discriminative in describing the visual
appearances of images, by encoding the derivatives of the
generative model. These methods significantly reduce the
memory cost for one single image (only tens of byte), which
enables very large scale retrieval. Recent improvements for
VLAD focus on vocabulary adaptation between datasets
[19], multiple vocabulary representation [19], and different
normalization techniques [19], [20].

Besides that, in order to improve the efficiency of retrieval
system [21] considers multiple properties of local features to
design the image index. All previous studies ignore the focus
of objects, which suffers from the background interference
problem. In this paper, we focus on object retrieval and pro-
pose a better representation to deal with background inter-
ference. Our solution leverages the object proposals that
generate thousands of bounding boxes from an image. Previ-
ous studies on object proposals include objectness [22]:
which combines tasks of localization and classification to
obtain the “objectness”, Selective search [9], [23], which use
the segmentation and hierarchy structure to find objects, and
BING [8], which is a simple yet efficient solution to calculate
the objectness by leveraging the normalized gradient for fast
computation. As saliency sometimes could also be consid-
ered as a clue of objects, recently, some methods have been
proposed to solve the problem, such as [24], [25].

2.2 Visual Reranking

Previous works on visual reranking are mostly based on the
following assumption [26]: the images with the dominant
patterns are expected to be ranked higher than others.
Under this assumption, various methods are proposed to
seek the “dominant pattern”.

Clustering based method [27] clusters the images in the
ranklist to find the dominant patter. Assume that relevant
images tend to be more similar to each other than to irrele-
vant ones.

Pseudo-relevance feedback [28], [29] assumes that the
top-ranked documents are “pseudo-relevant” to the query,
which can be treated as positive examples to estimate the
dominant pattern. After each iteration, the visual pattern is
updated according to the detected pattern.

Graph-based reranking [30] is another popular method
motivated by PageRank [31]. This technique is usually
based on a graph with nodes as the images and edges as the
similarities between nodes. The dominant pattern here is
discovered by propagating the relevancy among nodes to
find the stationary probability.

Although there have been many visual reranking meth-
ods developed, all of them treats the dominant visual pat-
tern as full image. Thus they are not suitable for object
retrieval, where an object-level pattern is usually expected
in the retrieved images. In this paper, we seek the object-
level pattern for re-ranking by object partitioning.

3 OBJECT PARTITIONING

In this section, we first discuss the background interference
problem, and then propose our object partitioning method
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to address this problem. Fig. 3 shows the framework of our
retrieval system. First we partition the reference images to
generate candidate object proposals (Section 3.2). Then we
use a novel method (Section 3.3) to refine the partition.

3.1 Background Interference

Background interference stands for the feature degeneration
occurred when background is considered in object retrieval.
In natural images, an object, which only covers a part of the
image, is likely to appear in diverse background. For state-
of-the-art aggregated feature representation, such as VLAD
[7], local features from an image are first quantized to visual
words separately, and then the residual vectors are accumu-
lated as the final representation. Combined with PCA, this
representation significantly improves the scalability by com-
pressing the local features into a compact vector. However,
we argue that such representation is not suitable for object
retrieval, since objects usually cover only some region of the
image, and local features from the background confuse the
representation. After compressing the local features into a
compact vector, it becomes extremely difficult to separate
the object from its background. Target object will be diluted
in the ocean of background noise. As illustrated in Fig. 1, the
interference of background degenerates the VLAD represen-
tation adversely as more background is included. A single
image-level representation is not adequate any more in the
context of object retrieval. The single vector can be totally dif-
ferent from the query, although all of the reference images in
Fig. 1 contain the same querying object. As a result, the dis-
crimination power is compromised due to background inter-
ference. However, if the VLAD vector encodes only the
target object, the resultant representation is much more effec-
tive for retrieval/reranking. Next, we exploit to address the
background interference problem through partitioning.

3.2 Partitioning with Object Proposals

As a good starting point, we adopt the well-studied object
proposals to pre-partition each image into thousands of
bounding boxes. This section discusses different techniques
for generating object proposals.

There have been a number of previous studies on object
proposal. The most famous works include Objectness [10],
Selective Search [9] and BING [8]. Objectness [10] measures
the likelihood of a bounding box containing a generic
(category-independent) object. It combines multiple cues of
edge density, color/texture contrast and consistency to evalu-
ate the objectness score for an arbitrary image area. Selective
Search [9] starts with the image over-segmentation, and grad-
ually merges small regions to bigger ones. The benefit of
this strategy is the hierarchical structure among proposals.
However, such hierarchy is less helpful in our case, where
direct object proposals at different sizes already gives a rather
good start. Moreover, we also expect more proposals on
“important” areas with multiple overlapping objects. Recent
work of BING [8] binarizes the normalized gradients of a
bounding box for fast processing, which outperforms previ-
ous works on both effectiveness and efficiency. Thus in this
work, we adopt BING to generate initial object proposals.

We follow the default setting of BING [8], and partition
each reference images into thousands of candidate pro-
posals. Before feeding into the selection algorithm in Section
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Fig. 2. Example object proposals selected in a typical image. Top k=5
object proposals are plotted for visualization.

3.3, we first pre-process the results to rule out unreliable pro-
posals for retrieval. By observing the results generated by
BING, we remove three types of bounding boxes into consid-
eration: (1) Empty boxes. It does not help to include boxes
that are with a few or no SIFT features inside. (2) Skinny
boxes. Boxes are with extreme aspect ratios' are also
removed in our implementation. (3) Too large boxes. Boxes
covers most (80 percent) of the image area suffer less from
background interference. Since we include the original
image for indexing anyway, including too large boxes does
not contribute too much to the retrieval.

3.3 Proposal Selection via Quadratic Optimization
After the image partitioning methodology introduced in
Section 3.2, each image results in thousands of proposals.
Although directly indexing all these proposals solves the
“background interference” problem, it creates new prob-
lems in efficiency and memory load. In this section, we
address this problem with a novel proposal selection via
quadratic optimization.

Our method is motivated with two observations. On one
hand, indexing highly overlapped bounding boxes does not
effectively increase the information quantity. On the other
hand, for a natural image, such as Fig. 2, there are only tens
of objects that could be possibly queried by a user. It is pos-
sible to select only a few representative proposals without
decreasing too much in retrieval performance. Next, we
propose an effective proposal selection strategy by jointly
optimizing coverage and objectness.

Given n object proposal P’ extracted from the image I,
we aim to select a subset (k) representative proposals, which
covers salient objects in I as much as possible and reduces
the object redundancy. Theoretically, there are (}) possible
combinations to choose from, which is computational infea-
sible. In this work, we pose this as an optimization problem,
which favors high saliency, low overlap subset. Specifically,
we propose to solve the following problem:

1. Larger than 4 or smaller than 1/4.
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1
S* = argmaxgW''S — 5AsTos, 1)

where O is a n x n overlap matrix encoding the overlap
ratio for pairwise n proposals in each reference image. In
our implementation, the intersection over union (IoU) is
adopted to measure the overlapping ratio between two
object proposals (bounding boxes). Therefore, O is a sym-
metry matrix with zero-entries along the diagonal. W is the
n dimensional weight vector for the objectness score. In our
case, W is assigned to the confidence score of the object pro-
posals generated by BING, where higher value indicates
more likelihood of being an object. S is the n dimensional
indicator variable vector to optimize, in which the compo-
nents corresponding to the selected proposals are assigned
to one, and zeros otherwise. A is the balance parameter, we
set to 0.1 in our experiments.

Generally, the first term ensures a high objectness score
of the selected objects, while the second term (with the
minus sign) minimizes the overlap of the selected objects
and encourage exploration to less salient areas. By optimiz-
ing the Eq. (1), we tradeoff between the objectness and cov-
erageness with the parameter A. However, directly
optimizing this discrete quadratic optimization problem is
NP-hard. In this paper, we relax the solution space of S to
be continuous. That is, S;,i =1,2,...,n is relaxed to the
range of [0, 1], which indicates the probability of selecting
the ith proposal. With this relaxation, the problem becomes
a standard quadratic optimization. Since our overlap
matrix O is not positive semidefinite, no closed form solu-
tion exists in our case. Instead, we use gradient descent
with multiple random initializations to solve Eq. (1). Then
we binarize S by setting the top-k entries as one (zeros for
others). Although other sophisticated methods (e.g., inte-
rior point, active set) exist, we find that our simple solution
is efficient (usually convergence within 40 iterations) and
works well in practice. Fig. 2 shows an example of a typical
image after the proposal selection. Most of the salient
objects are captured with the top k=5 proposals. By
inspecting the example, we can see that our method prefer
to select objects like person, ball and logo rather than the
background grass and sky. Although there are some over-
laps among selected proposals, our method covers most
objects in the image. Note that determining the number of
proposals (k) is a tricky problem. However in most cases,
there are only tens of objects in a typical image, despite the
variations among images. Therefore, we fix k for all images
in our method.

By formulating the proposal selection as a joint optimi-
zation of objectness and coverageness, we capture most
representative yet small overlapped proposals and reduce
the number of object candidates from thousands to tens.
This selection strategy could significantly reduce the
cost of computational cost for each reference image as
well as the memory requirement, which is crucial to real
applications.

4 OBJECT RETRIEVAL WITH PARTITIONING

In this section, we will further exploit the object-level visual
relationship among selected proposals for retrieval and
reranking.
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Fig. 3. The framework of our object retrieval method. Our framework is composed with two major steps: object partitioning and object retrieval. For
object partitioning, we first generate candidate proposals, then we design a novel selector to choose most discriminative proposals from all candi-
dates on each image (Section 3). In object retrieval, we consider three aspects. We obtain the VLAD for every selected proposal and combine them
as the final representation of this image. Then we construct the object-level matching graph for each dataset. After retrieving query object based on
the pVLAD, we exploit to rerank this return list in object-level (Section 4.2). We also expand this return list by considering the relationship among

these proposals on the graph (Section 4.3).

4.1 Object Retrieval via Partitioning

With the partitioning presented in Section 3, we manage to
get only a small number of proposals from each image,
while keeping the key objects for retrieval. VLAD is
extracted separately for each of the top k objects.

During online retrieval, each partitioned object is
retrieved independently without considering the image
level information. That is, object level relevancy score is
evaluated between the query and partitioned object pro-
posals. The relevancy score for each image is simply taken
as the max score of its all objects. Since our method is based
on partitioning, we name our method after “pVLAD”, which
is short for partition VLAD.

4.2 Reranking Based on Objects

Traditional ranking method based on image-level connec-
tivity, which is asymmetric toward the task of object
retrieval. In this section we will explore two new object-
level ranking methods based on the relationship in a object
matching graph. Following experiments show that our new
ranking methods could improve the performance of final
system compared with previous methods.

This section we first introduce a reranking method based
on object-level partitioning and PageRank algorithm [31].
Similar to the construction of webs on the Internet, which
connect each other by hyperlinks, we build our object
matching graph and operate reranking method on it. Tradi-
tional graph-based ranking model, like [32] only uses the
image-level similarity to construct the matching graph.
Meanwhile we build object-level matching graph based on
selected proposals in previous section. Rather than [32] uses
the symmetry similarity measurement to build the graph
model, we use the matching graph model introduced by
Philbin and Zisserman [33]. Compared with establishing
image-level matching graph, our graph truly cover the
visual-link relationship among objects rather than images.

4.2.1 Object Graph

First, we use every selected proposals above as query to
search the same object on the whole reference dataset after
partitioning. The system returns the ranking list of reference

proposals as well as its similarity score. After all proposals
finish their search, we use these connections to construct the
object matching graph: G = {V, E} where V are nodes repre-
senting query proposals, I are edges. For two nodes : node i
(query) , node j (reference), one edge E;; exists between
them if and only if the reference proposal appears in the
query one’s retrieval ranking list, which means the graph
may be asymmetry. Note that our graph is based on object-
level, so one image could have several corresponding pro-
posals nodes in the graph, such a design is robust toward
multi-object appeared in single image.

4.2.2 Object Based Reranking

With the object-level matching graph, we run our reranking
method on it:

H.™ = uMH! + (1 - u)B, @

where Hj is the n x 1 ranking score measuring the signifi-
cance of each proposal, it is initialized as the retrieval scores;
M., is adjacent matrix of all proposals.  is a damping factor,
we set to 0.8 in practice, and B is a n x 1 initial ranking score
of these proposals. Compared with traditional reranking
method, which directly uses the visual similarity as the ele-
ment of this matrix, we use the sorted placement in corre-
sponding query return list as a measurement of similarity
between two proposals, that means for each m;; in M, :

[ L if j € return list (i)

Mij = {6 otherwise, )

where ¢ is the index of query proposal, j is the index of one
reference proposal, and t is the rank of jth proposal
appeared in the ith query return list. For example, if the
eighth proposal appears in the seventh query on the fifth
placement then mzs = 1/5. Based on the object-level match-
ing above, this design configures the visual relationship
around those related proposals. Instead of directly using
visual similarity, such as cosine similarity or euclidean dis-
tance, using ranking placement as the similarity measure-
ment provides another perspective to represent this visual
relationship. We name our reranking as “obj-Rerank” since
the reranking is based on object level connectivity.
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Fig. 4. lllustration of Radius Sensitive Expansion. Here is an example of
sensitive radius in the object contain graph. A is the ranked object pro-
posal node in the graph, while r is the sensitive radius, and B ~ E are
connected candidates within the r. Since r is the search radius begin
from A, it's necessary to take B ~ E into the consideration of the ranking
process. I’ ~ I are proposals connected with the reference node (A) but
beyond the radius r. .J are those proposal which has no relationship with
the reference node in this graph.

4.3 Radius Sensitive Expansion

We further explore the object-level graph from another per-
spective. As illustrated in Fig. 4, similar proposals are con-
nected and closer in the object matching graph while
different proposals are far from each other or disconnected.
We use the G to expand our returned ranking list. This pro-
posal matching graph provides a global similarity connec-
tion relationship for every candidate in reference dataset,
and this global measurement could be complementary
toward the special query search progress by combining
local and global measurement together. We define r as
the expansion search radius starting from nodes which are
considered to expand the list. After observation from Fig. 4
we found that only portions of those connected proposals
are beneficial to the promotion of retrieval, which means
the true positive proposals is sensitive to radius value of  :
if r is too large, false positive would be included into return
list, meanwhile if 7 is too small, true positive samples
will be excluded. In the experiment section we will exploit
the influence from different r values. We expand the initial
query ranking list with its corresponding object graph
neighbors in §. Following experiments show that our
method could improve the performance of retrieval to some
extent. Here is the solution for the expansion:

R; =E, ® Ry, 4)

where R; is the ith element in the initial ranking list, And
E,, is a set of the nodes within the scope of the r; (defined
by Eq. (5)). Then we define the & operation as obtaining the
union of two set and unique the element in ranking list.
That means if there are some nodes (proposals) in the object
matching graph meeting this condition above, they will
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TABLE 1
Average Area (%) Covered by the Querying Objects
on the Query Images on Different Datasets

Oxford
26.7%

Paris
27.8%

Dataset Holiday

40.5%

Average area ratio

combine with the original element as the new retrieval ele-
ment. In practice, r; is decided by the R; and its next direct
neighbor in the ranking list:

. R; —R; 1 if Ri; € return list(R;)
! 0 otherwise.

(5)

We use euclidean distance to measure the r;. From Eq. (5)
we can see that the max radius is set as the difference
between continuous two proposals in the retrieval list. In
practice, this operation could be efficient by leveraging the
object graph built above. We name this method as RSE,
which is short for “Radius Sensitive Expansion”. Note that,
RSE is different from ‘Discriminative query expansion’ in
[14], as they use enrich query to obtain positive and nega-
tive data and train a linear SVM to sort reference images.
Radius Sensitive Expansion could be viewed as an explora-
tion for the global similarity property of the object graph.
Higher ranked candidates in ranking list will be re-
considered with its global similar neighbors in the object
graph. Following experiments show that expanding the
ranking list by utilizing this property could make the result
more complete.

5 EXPERIMENTS

In this section, we evaluate our method on three popular
object retrieval datasets. We start by introducing the data-
sets (Section 5.1) used in our experiments and the imple-
mentation details (Section 5.2), and then compare our
methods with the baseline VLAD [7].

5.1 Datasets

Three publicly available object retrieval datasets are used in
our evaluation. The mean Average Precision (mAP) is used
as our evaluation metric throughout our evaluation. Table 1
summarizes the average area covered by each object on the
query image for different datasets. In general, Oxford and
Paris are included into our evaluation as object retrieval
datasets, and Holiday is adopted as a performance compari-
son on similar image search.

5.1.1  Oxford Buildings

The Oxford Buildings dataset [13] contains 5,062 images
downloaded from Flickr using keyword search. The collec-
tion is manually annotated to generate a comprehensive
ground truth for 11 different landmarks, each represented
by 5 possible queries. This gives a set of 55 queries for
evaluation. Unlike full-image retrieval, we only use the
bounding-box object in these 55 images for queries.

5.1.2 Paris

The Paris dataset [12] consists of 6,412 images crawled from
Flickr by searching for particular Paris landmarks, such as
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TABLE 2
Performance and Time Comparison for Different
Proposal Methods
Method BING Selective Search Edge Boxes
mAP 0.3583 0.3560 0.3073
Time (Second) 0.003 3.790 0.250

“Paris Eiffel Tower” and “Paris Triomphe”. Similar to Oxford
Buildings, this dataset also has 55 queries for evaluation.

5.1.3 Holiday

The Holiday dataset [34] contains 1,491 images for personal
holidays photos, among which 500 images are used as
queries and the rest are manually labeled as ground-truth.
Since this dataset does not provide bounding box for the
query, we manually label the bounding box for each query
image by inspecting the common object (area) among
ground-truth images.

5.2 Implementation Detail

We adopt the SIFT descriptor [1] with Hessian Affine detec-
tor and VLAD [7] as the feature representation. A vocabu-
lary with 64 centers are used to quantize local features.
Unless explicitly specified, the radius (r) used in Radius
Sensitive Expansion is set to 25, and the number of object
proposals selected from each image (k) is set to 15 on our
sensitivity tests (details in Section 5.3 and 5.5).

5.3 VLAD versus pVLAD
5.3.1 Different Proposals Generation

We first compare different proposals generation method in
our pVLAD: BING, Selective Search [9], and Edge Boxes
[35]. Table 2 shows mAP performance and time cost per
image around them. From the table we can see that BING
obtains higher performance and faster than other two meth-
ods. So we choose BING to generate proposals.

5.3.2 Overall Performance

We compare our retrieval method, pVLAD, with the stan-
dard VLAD [7] to evaluate our partitioning strategy. Table 3
compares the performance in mAP for different retrieval
methods. As shown, our method outperforms VLAD on
all three datasets. In particular, our method improves the
mAP by 23.0/10.6/3.7 percent relatively to the baseline on
Oxford/Paris/Holiday. The improvements on different
datasets vary differently. For instance, pVLAD only slightly
improves the performance on Holiday dataset, but obtain
better performance on Oxford and Paris. This phenomenon
can be explained with the size of objects in different

TABLE 3

Performance (mAP) Comparison for Different Retrieval Methods

Oxford Paris Holiday
VLAD 0.2912 0.3857 0.5019
Image-Rerank 0.3215 0.4046 0.5103
pVLAD 0.3583 0.4265 0.5207
obj-Rerank 0.3595 0.4331 0.5271
RSE 0.4095 0.4745 0.5303
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Fig. 5. Sensitivity test on number of object proposals adopted (k) in each
reference image.

datasets. From the Table 1 we notice that the bounding box
for the query object covers larger area on Holiday than on
Paris and Oxford. Generally, smaller area covered by the
object results in more severe background interference. Since
our partition-based method mainly addresses the back-
ground interference problem, it improves more on datasets
with smaller objects, e.g., Oxford dataset. On the contrary,
pVLAD only slightly improves the baseline on Holiday,
which is more like a similar image retrieval dataset. Note
that, in [36], authors extract deep conv-net features instead
of VLAD from each proposal for the task of Classification
and Retrieval, they obtain 0.887 mAP on Holiday, in the
future we will explore to use deep feature in our method.

5.3.3 Number of Proposals Selected Per Image

We also test the sensitivity of the number of proposals
selected (k) for each image. As shown in Fig. 5, the perfor-
mance goes up as we use more object proposals, and
reaches the peak around k= 10-20. However, even more
proposals do not introduce further improvement and finally
hurt the performance. As k increases, it becomes more likely
to include all possible objects in retrieval and reranking,
and thus the recall could be improved. However, too large k&
will introduce too much noisy proposals for processing. We
observe that for most of the nature images, there are only
5-10 objects per image, which are likely to be queried by a
user. Sampling too many object proposals will inevitably
introduce severe noises, and thus hurt the retrieval preci-
sion. When % goes beyond 20, the newly introduced objects
are mostly bounding boxes featuring less meaningful
regions that are unlikely to be queried, we set k = 15 in our
experiments.

5.4 Object-Based Reranking

Here we evaluate our object-based reranking method. As
shown in Table 3, we can observe that our reranking
method (obj-Rerank) improves the mAP over pVLAD by
0.3/1.5/1.2 percent relatively on Oxford/Paris/Holiday.
Although the performance improvement is small, our obj-
Rerank does boost novel results that were poorly ranked in
the original list. Fig. 8 shows several example images as
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TABLE 4

Performance (mAP) Comparison with Bow Methods

Method mAP size of vocabulary
AKM [13] 0.618 1000k
RootSIFT [14] 0.881 1000k

HPM [37] 0.692 500k

[38] 0.738 1000k
pVLAD 0.358 1k

well as their ranks in pVLAD and obj-Rerank. Since the
object-level connectivity is modeled in our object graph
based reranking, obj-Rerank gives much better results for
small object. For example, the third image in the top-left
example is boosted significantly (from 44 to 29) due to the
object-level reranking. We also use the image-level feature
to rerank the return lists, As shown in Table 3, the pVLAD
could outperform Image-Rerank in all three datasets.

5.5 Radius Sensitive Expansion

We also test our Radius Sensitive Expansion (RSE) on the
datasets. Table 3 (last row) shows that our RSE improves
the performance significantly over pVLAD. For RSE, we
obtain an improvement of 14.3/11.3/1.8 percent relative to
pVLAD on Oxford/Paris/Holiday dataset, which shows

Query

Ranks in pVLAD 8 35 4“4 67

Ranks in obj-Rerank 6 32 29 61
Query

Ranks in pVLAD 12 18 60 88
Ranks in obj-Rerank 10 15 51 7

51
045 . T
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database size

Fig. 7. Scalability test on different sizes of the retrieval dataset.

the effectiveness of our method. Qualitative examples are
given in Fig. 9, where novel small objects (in yellow) are
pulled from the object-graph based expansion, while for the
original retrieval ranklist, these objects are easily missed
due to the noise in partitioning (pVLAD) or background
interference (VLAD).

5.5.1 Sensitivity Test on the Radius (r)

We further explore the effect of the radius (r) used in our
Radius Sensitive Expansion. Fig. 6 plots the performance
against different . From the result in Fig. 6 we can see
that different r value in Radius Sensitive Expansion have
different impact on the final result. Just as Fig. 4 shown,
when the value of r large, false positive may be merged
into return list, when the value r is small, true positive
may be excluded from the list. We test different radius
(r =5-30) on three datasets. We can see that on Oxford
and Paris larger r gives better results and the performan-
ces become steady when r > 25. While for Holiday,
the performance is not sensitive to r. This is because on
Holiday each query only have about two ground-truth
images on average (500 queries and 991 reference
images), and the dataset is relatively small compared to
Paris and Oxford. These proposals connect less similar
nodes on the graph than other datasets. So varying r does
not effect the performance too much.

Ranks in pVLAD
Ranks in obj-Rerank 10 7 = o

Ranks in pVLAD
Ranks in obj-Rerank

Fig. 8. The comparisons between pVLAD and obj-Rerank for four query images and their ranking results with the ranks plotted below. As shown,
smaller objects receive more boosting in their ranks, due to the object level connectivity used in our object graph based reranking.
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Rank list of RSE

Fig. 9. Example query as well as the retrieved images by two different methods: pVLAD and RSE. Images with dashed yellow borders are results
expanded through our RSE. Note that pink rectangles in the first column stand for the query object in image.

5.6 Comparison with State-of-the-Art BoW Methods
Although pVLAD is based on VLAD, we still compare our
method with some BoW based methods. As Table 4 shown,
BoW based methods usually need large vocabulary for
better performance. Meanwhile pVLAD only needs much
smaller vocabulary, which is important for retrieving object
in the context of big data.

5.7 Scalability

In order to test the scalability of our method, we add
another 1 million Flickr images from the YFCC100M
dataset [39] as distracters. The performance is shown in
Fig. 7. From results we can see that our method scales
well for large dataset.

6 CONCLUSION AND FUTURE WORK

In this paper, we have presented a novel object retrieval
framework to address the “background interference” prob-
lem by adapting state-of-the-art image retrieval techniques
to object retrieval. Our solution performs in the manner of
partitioning, that divides the whole image into tens of object
candidates which are retrieved/reranked separately and
independently to the background. More effective feature
representation and reranking in the context of objet retrieval

are developed with this partitioning. Experimental results
on popular object retrieval datasets show a clear advantage
of our method in object retrieval. In our future work, we
plan to further exploit the object-level semantic relationship
in the graph to capture more related instances for query.
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